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Abstract-When a large number of processors try to access a
common variable, referred to as hot-spot accesses in 161, not only
can the resulting memory contention seriously degrade perform-
ance, but it can also cause tree saturation in the interconnection
network which blocks both hot and regular requests alike. It is
shown in [61 that even if only a small percentage of all requests
are to a hot-spot, these requests can cause very serious perform-
ance problems, and networks that do the necessary combining of
requests are suggested to keep the interconnection network and
memory contention from becoming a bottleneck.

Instead we propose a software combining tree, and we show
that it is effective in decreasing memory contention and prevent-
ing tree saturation because it distributes hot-spot accesses over a
software tree whose nodes can be dispersed over many memory
modules. Thus, it is an inexpensive alternative to expensive
combining networks.

Index Terms-Combining networks, hot-spot memory, mem-
ory bandwidth, memory contention, software combining tree,
synchronization.

I. INTRODUCTION

A LARGE, shared-memory multiprocessor system such as
Cedar [1], the NYU Ultracomputer [2] or IBM RP3 [3],

may contain hundreds or even thousands of processors and
memory modules. Multistage interconnection networks such
as the Omega network [4] or its variations [5] are usually used
to provide communication between these processors and
memory modules.

In these systems, any variable shared by these processors
will create memory contention at some memory modules.
Those shared variables could be locks for process synchroni-
zation [15], loop index variables for parallel loops [12], etc.
Even though accesses to these shared variables (called hot-
spot accesses in [3] and [6]) may account for a very small
percentage of the total data accesses to the shared memory
(typically less than ten percent are observed in most applica-
tions), this memory contention can create a phenomenon
called tree saturation [6], and can cause severe congestion in
the interconnection network. It is shown [6], [14] that tree
saturation due to hot-spot contention can seriously degrade the
effective bandwidth of the shared memory system.

Various schemes like combining networks used in the IBM
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RP3 [3] and NYU Ultracomputer [2], or the repetition fiter
memory in the Columbia CHoPP [7] has been proposed to
eliminate such memory contention. The basic idea of these
schemes is to incorporate some hardware in the interconnec-
tion networks to trap and combine data accesses when they are
fanning in to the particular memory module that contains the
shared variable. Because data accesses can be combined in the
interconnection network, it is hoped that memory contention at
that memory module can be eliminated.

However, the hardware required for such schemes is
extremely expensive. It is estimated [6] that the extra hardware
increases the switch size and/or cost by a factor between 6 and
32, and this is only for combining networks consisting of 2 x
2 switches. With k x k switches (k > 2), the hardware cost
will be even greater. The extra hardware also tends to add
extra network delay which will penalize most of the regular
data accesses that do not need these facilities, unless the
combining network is built separately as in RP3 [6].

Furthermore, the effectiveness of the combining network
depends very much on the extent to which such combining can
be done. If such combining is restricted as described in [8],
i.e., if the number of requests that can be combined is
restricted to k in a k x k switch, then the effectiveness of the
combining network can be limited. Unless this combining is
unrestricted, tree saturation can still occur even in a combining
network [8].

In this paper, we are studying this problem from a different
perspective. We assume a shared memory multiprocessor
system like Cedar [1] with a standard, buffered Omega
network providing interconnection [9], and without expensive
combining hardware. In addition we use a hardware facility in
the shared memory modules to handle necessary indivisible
synchronization operations for the shared variables [10].
Regular memory accesses bypass this hardware without delay
and, hence, will not be penalized. Each memory module will
handle memory accesses, including those memory accesses to
shared variables, one at a time.
To eliminate memory contention due to the hot-spot

variable, a software tree is used to do the combining. This idea
is similar to the concept of a combining network, but it is
implemented in software instead of hardware. We will show
that this scheme can achieve quite satisfactory results as
compared to more expensive hardware combining.

II. HOT SPOTS AND TREE SATURATION

The phenomenon of how hot-spot accesses can cause tree
saturation is briefly described here. For a more detailed
analysis and discussion, please refer to [6].
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ix / =S a common way of making sure all processors are finished with
2% a given task before proceeding with a new task, for example,

0 200 4 60 am IwO and is one cause of hot-spot accesses. Now suppose that
instead of one single variable, we build a tree of variables,

Number of Processors and Memories** assigning each to a different memory module, as shown in Fig.
totically maximum total network as a function of the number 2. If N = 1000 and assuming a fan-in of 10, we have 111
-for various fractions of the network traffic aimed at a single variables each with value 10. We partition the processors into
lts from [6]). aabeeahwtvau10Weprtothprcsrsio

100 groups of ten, with each group sharing one of the variables
r is the number of processors in the system, and at the bottom of the tree. When the last processor in each

'is t m fgroup decrements its variable to zero, it then decrements the
;o N memory modules in the shared memory.'value in the parent node. Thus, we have increased the total
processor issues r requests to the shared memory number of accesses from 1000 to 1110, but instead of having
cycle (0 < r < 1). Among those requests, h one hot spot with 1000 accesses, we have 111 hot spots with
ie requests are hot-spot requests. Thus, in each

' trr r os rusnonly 10 accesses each. It should be clear that this will result in
e, there are Nrh hot-spot requests and r(l - h)

rected a slgnificant improvement in throughput rate and bandwidth,,sts di to the "hot" memory module for a and the simulations we describe later verify that even if wei- r(1I- h). If each memory module'can accept 1
account for the increase in total accesses, the improvement isnetwork cycle (i.e., the maximum rate), the still quite significant. It should also be clear that a three-leveltwork throughput per processor is
tree with fan-in equal to ten is not necessarily optimal, but that

H= 1/(1 + h(N- 1)) (A) the optimal point depends on access times and on other factors.
Another basic operation that can be implemented with a

I effective memory bandwidth for the shared software combining tree is busy-wait. Here it is assumed that
am is processors are waiting for a shared variable to change in some

way. Presumably some other processor will cause this change.
B = N/(1 + h(N- 1)). (B) We build a combining tree as before, this time assigning one

processor to each node in the tree. Each processor monitors
vs B as a function ofN for various h . This clearly the state of its node by continually reading the node. When the
a system with 1000 processors, hot-spot traffic processor monitoring the root node detects the change in its
ercent can limit the total memory bandwidth B to node, it in turn changes the state of its children's nodes, and so
percent. on until all processors have detected the change and are able to
t this discussion assumes that hot-spot requests proceed with the next task.
to be issued from a processor even if that This idea, in a sense, is not very different from a hardware

11 has an unsatisfied hot-spot request pending in combining tree built from 10 x 10 switches, except that the
In many applications this is not true, because hot- combining buffer that would be inside each switch now resides
are usually related to some kind of synchroniza- in a shared memory module in a software combining tree. One
i: A processor usually has to wait for the outcome distinct advantage for a software combining tree is that we can
ronization operation before it can issue another tune performance by changing the fan-in of each node without
e synchronization variable. So, the issuing rate incurring any hardware cost.
ssor is inherently limited. We will address these
,e detail in later sections.

IE. SoFrwARE COMBINING TREE

;e the principle of a software combining tree, let
it we have a variable whose value is N, and that
h processor to decrement this variable so that
essors are finished, the value will be zero. This is

A. Modeling of Software Combining Tree

We will classify hot-spot accessing in two ways. First,
accesses will be limited or unlimited depending on whether a
given processor can have only one or more than one hot-spot
request outstanding. We let -q denote the number of outstand-
ing hot-spot requests. Second, the number of accesses will be
fixed or variable depending on whether the total number of
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accesses is fixed, or whether the total number varies depend-
ing on the number of conflicts or some other factor. For
example, assume we are adding a vector of numbers to form a
sum. Then each processor can have more than one outstanding
request to add an element to the shared sum, but since we
assume the addition is done indivisibly by logic in the
memory, the total number of requests generated by all the
processors is fixed. This case is unlimited-fixed. A case like
the one described earlier, where processors are decrementing
a counter to see which is the last processor, is limited-fixed. A
third example is illustrated by busy waiting where the
processors may all be waiting for one processor to complete
some task. Each processor continually reads the value of a
shared variable until the value changes, for example from zero
to one. Thus, the number of requests to the hot-spot depends
on how soon the variable gets reset, and this case is limited-
variable. Notice that a barrier synchronization [11] can be
implemented by a counter decrement (limited-fixed), fol-
lowed by a busy wait (limited-variable) triggered by the final
processor which decrements the counter.
When we implement combining trees for hot-spot accesses,

it is important to minimize the possible memory contention, so
it is preferable that all shared variables in a software
combining tree (i.e., the nodes of the tree) reside in separate
memory modules. The largest combining tree we can con-
struct for a hot-spot is a tree with minimum fan-in, i.e., a fan-
in of two. The total number of nodes in a combining tree with
Nleaves is N/2 + N/4 + * * * + 2 + 1 = N - 1. Hence, it
is always possible to spread those nodes across N separate
memory modules. Our simulations in this study assume all of
the nodes in a software tree to be in separate memory modules.
We also assume the following system configuration in our

simulations.
1) There are two identical, back-to-back, unidirectional

Omega networks: one is for traffic from processors to the
shared memory; the other is for traffic from memory returning
to the processors. Both networks are packet-switching, pipe-
lined networks.

2) Each network consists of 2 x 2 switching elements with
an output buffer of finite size at each output port of a switching
element. The fan-in capability of each output port is two, i.e.,
it can accept two simultaneous requests from its two input
ports. One request is forwarded to the next stage and the other
is stored in the output buffer. If the output buffer is full, no
more requests are accepted by the output port. In our
simulations, we assume the size of the output buffer to be four.

3) There are many different algorithms to implement
software combining trees for various types of shared variables
[17]. It is beyond the scope of this paper to describe those
algorithms. Instead, we used a very general and simplified
model to simulate a software tree. Each node of a software tree
contains a counter with an initial value of 0. In the limited-
variable case, the counter is decremented to - 1 by the first
processor which visits the node. The rest of processors sharing
the node will be busy-waiting whenever the counter value is
- 1. The extra delay for busy-waiting is accounted for in
simulations. The first processor will visit its parent node and
bring back a positive value equal to the fan-out of the node.

The counter is set to that value and the rest of processors can
then decrement the counter and move on. The counter will
eventually become 0 again and the whole process will repeat.
This model is very similar to broadcasting a scalar to all
processors through a software combining tree. The scalar may
be updated from time to time. In the limited-fixed or the
unlimited-fixed case, processors will increment the counter
until it equals to the fan-out of a node. A representative is then
chosen to reset the counter and also to increment the counter in
its parent node. The whole process will repeat at the parent
node. This model is very similar to the first part of a barrier
synchronization where processors increment a counter to see if
all of them have reached the barrier.

4) All requests are of the same length. In our simulations,
we assume each request consists of only one packet.

5) The access time of a memory module is one network
cycle, i.e., the time for a request to go through a switching
element when no conflict exists.

B. Possible Overhead in a Software Combining Tree

As mentioned earlier, constructing a software combining
tree creates many shared variables. Therefore, more hot-spot
traffic is created even though that traffic generates less
memory contention.
As before, let us assume that the hot-spot rate from a

processor is r x h, and the software combining tree has a fan-
in of k for each node. For fixed-type access patterns, the
fractional increase in hot-spot traffic will be

logkN-1 r h -((k/N))
v rhlk=rhI.

When k = 2, the increased hot-spot traffic is rh(I - 2/N),
which approximates the original hot-spot traffic for large N.
This means that the hot-spot traffic cannot be more than
doubled after all of the extra hot-spot traffic is included. As we
will see later in our simulations, the decreased memory
contention will more than offset the increased hot-spot traffic
if h is less than 30 percent.

For variable access patterns, the additional accesses caused
by the combining tree are difficult to quantify because the
number of accesses is not fixed to begin with. In practice,
since busy-waiting is often the cause of variable access
patterns (with q = 1), and the number of accesses for a busy-
wait operation depends on how quickly the state change is
propagated to the children in the tree, the total number of
accesses could even be less than that required by a single
shared variable; the state change can be propagated more
quickly by the combining tree than by N accesses to a single
shared variable.

IV. BOUNDS ON BANDWIDTH

A. Unlimited Hot-Spot Requests Per Processor

In a packet-switching Omega network, with finite buffers in
each switching element and with hot-spot rate h = 0, we still
cannot achieve 100 percent memory bandwidth because of
conflicts in the network [9]. These conflicts are also possible if
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a crossbar switch is used. If we assume R to be the maximum
request rate reaching a memory module when no hot spot
exists, then in a steady state, R is also the maximum request
rate allowed for a processor. Therefore, we can consider R to
be an absolute upper bound on the bandwidth per processor.

The value of R depends on the network buffer size, the
length of a request, and the network switch size, etc. [13].
However, as h increases, the request rate to the hot memory
module, i.e., r(l - h) + rhk, will increase from R to 1. Tree
saturation will occur when the request rate to the hot memory
module approaches 1, and the maximum processor request
rate r will decrease. Heience, we have

R r(l -h)+rhk 1.

By rearranging the above equation, we have the following:

R/(l +h(k- 1)) rc 1/(1 +h(k- 1)).

1/1 + h(k - 1)) is equal to 1 when h is 0. Since the
absolute upper bound is R(R c 1) as discussed before, we can
have a tighter upper bound by using R, i.e.,

RIR/(1+h(k- l))crcR (C)

Notice that (C) also shows a lower bbund for the maximum
processor request rate r when a software combining tree is
used with a fan-in of k, and X is unlimited, i.e., even when il is
unlimited, the maximum bandwidth cannot be worse than
NR/(i + h (k -r 1)).
We obtained R fromn simulations, and in Fig. 3 we plot

lower bounds for various system sizes with h varying from 0-
32 percent. Notice that those curves are in a very narrow
range, i.e., the lower bound in (C) seems to be tight at least for
systems up to size 1024. The top dotted line in Fig. 3 shows R,
the maximum bandwidth we can get when there are no hot-
spot requests.
The degradation factor in (C) is 1 + h (k - 1). This

degradation factor is independent of the system size and
reaches a minimum when k = 2. Given unlimited hot-spot
requests, i.e., - . 1, the optimal software combining tree for
maximum memory bandwidth has a minimum fan-in of 2.

B. Single Hot-Spot Request Per Processor

If the hot-spot,request rate is limited (7 = 1), then there
cannot be more than N hot-spot requests in the system at any
time. For systems with instruction look-ahead or with data
prefetching capability, regular requests still may be issued
while a hot-spot request is pending. However, this case is not
different from that of unlimited hot-spot requests with a very
small h; when h is very small, it is unlikely that there will be
more than one hot-spot request pending at any time.

Hence, when tq = 1, we will only consider the case where
no additional requests, hot or regular, are issued by the
processor when there is a pending hot-spot request. Thus, the
bandwidth depends on the delay of the hot-spot requests. The
request rate from the processor is further restricted by any
increased delay. If a software combining tree is used to

OL--- - f -I
0 200 400 600 800 1000

Network size

Fig. 3. Lower bounds on network bandwidth for various hot-spot rates (71 =
unlimited).

eliminate the memory contention caused by the hot-spot
requests, the limiting factor for the memory bandwidth will
only be q; the inherent nature of the hot-spot that prohibits
further processor requests.

During a long period of time T, there will be rT requests
from a processor, among which rhT requests are hot-spot
requests. The processor will be barred from issuing any
request for a total period of rhTC where C is the average
round-trip delay for a hot-spot request. The processor can
issue a request only for a total period of T - rhTC. Within
that period, r(l - h)Tregular requests are issued. Hence, the
real issuing rate for regular requests is r(l - h)T/(T -
rhTC). This rate cannot be greater than 1, i.e.,

r(l -h)T/(T-rhTC)c 1.

This equation can be rearranged to obtain an upper bound for r

rc 1/(1 -h+hC). (D)

As expected, the maximum rate of r is greatly dependent on
the hot-spot delay C. This bound gets tighter as the hot-spot
rate h gets larger. When h = 1, the equality in (D) will hold.
Fig. 4 shows this upper bound for various hot-spot rates h with
minimum hot-spot delay of C = 2 log2 N. For N = 1000 and
h = 8 percent, the upper bound will be around 40 percent of
the total bandwidth. Notice that the upper bound in (D) is
valid evenfor a hardware combining network because it is a
bound imposed by the inherent nature of the hot-spot request
(i.e., ? )

V. SIMULATION RESULTS

To study the effectiveness of a software combining tree, we
performed several simulations for N - 256, with h varying
from 0-32 percent. These simulations are based on the system
models described in Section IIE-A. Fig. 5 shows the delay and
maximum bandwidth when neither a software combining tree
nor a hardware combining network is used. Following each
curve from left to right, each point represents a larger value of
r. As shown in [6], while r increases, bandwidth increases
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Fig. 4. Upperbounds on network bandwidth for various hot-spot rates
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Fig. 5. Average network delay versus bandwidth for a network of size 256

(h varies from 0 to 32 percent).

while delay stays relatively constant up to a point of saturation.
After the saturation point, bandwidth ceases to increase while
delay gets worse. The results clearly show low bandwidth and
increased average network delay results'.; The maximum
bandwidth of 0.63N is achieved when h = 0.

Fig. 6 represents fixed-type access patterns with unlimited
-q, and shows the use of a software combining tree to reduce
hot-spot contention. The fan-in's for the software combining
trees are varied from k = 16 to 2. The improvement is quite
significant compared to the result in Fig. 5(a). According to
(C), the minimum degradation factor for the bandwidth can be
obtained when the software combining tree has the minimum
fan-in. In Fig. 6 we can see that when k = 2, the degradation
is indeed the smallest.
As presented in Section HII-B, the hot-spot traffic can be

nearly doubled by the extra hot-spot traffic created by the
software combining tree with the minimum fan-in k = 2. In
Fig. 6, h is indicated as the original hot-spot request rate; the
results shown there already include all extra hot-spot traffic.
This shows that with an original hot-spot request rate of 16
percent, the degradation remains small. The elimination of the
hot-spot contention, indeed, more than offsets the results of
increased traffic.
We also simulate some cases for fixed-type access patterns

with q = 1 (Fig. 7). If we take into account the fact that busy-
waiting is not required in this kind of access pattern, we can
see that the results are quite similar to those from our
simulations of variable-type access patterns discussed above.
In fact, the average hot-spot request delay, i.e., C in (D), is
smaller in this case. Also, as shown in (D), we can expect an
improved maximum rate r.

Fig. 8 represents limited-variable access patterns, wherein
no additional requests are issued by a processor while it has a
hot-spot request pending, but the total number of requests
allowed over time is not fixed. The upper bound on the
bandwidth given in (D) will depend on C, the average delay of
the hot-spot requests. The value of delay C includes the
overhead from traversing the software tree, busy waiting in the
intermediate nodes, and the possible memory contention.
From these figures, -we can see that the optimal fan-in k for the
software tree is no longer k = 2, but rather at around k = 4.
The increased fan-in k allows for a lesser number of levels of
nodes in the tree, thus reducing the time required for requests
to traverse the tree.

Furthermore, when h increases, the upper bound in (D)
becomes fighter. There is less traffic in the network due to the
restriction that no more requests will be issued when a hot-spot
request is pending. In this case, the turnaround time for a
request can actually improve as Fig. 9 shows.
The lower dotted lines in Fig. 5 through Fig. 9 are the

average delay of a request through the network assuming the
buffer size in each switching element is unlimited. These
values are calculated based on the analytical model in [16].

VI. DISCUSSION

Our simulations show that the software combining tree
effectively eliminates tree saturation caused by hot-spot
contention. However, the main purpose of the software
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Fig. 6. Average network delay versus bandwidth for unlimited-fixed access
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combining tree differs slightly from the original purpose of the
hardware combining networks [2], [6].

Hardware combining networks were originally proposed to
speedup hot-spot requests by combining those requests in the

interconnection network and in this way eliminate memory

contention at the hot memory module. Because such memory
contention-creates the serious side effect of-tree saturation that
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Fig. 7. Average network delay versus bandwidth for limnited-fixed access
patterns (N = 256, h varies from 0 to 32 percent).

can adversely affect even regular requests [6], such requests
must also be processed through the hardware combining,
network. Although it alleviates the problem of tree saturation,
hardware combining can cause extra delay in processing
regular requests.

Software combining trees seem to effectively relieve regular
requests from the side effect of tree saturation, without the
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expense of hardware combining networks. The beneficial
result from this scheme is that the service time of hot-spot
requests decreases. Theoretically, this improvement cannot be
as good as a hardware combining network with unrestricted
combining capability: In a software combining tree, a hot-spot
request must traverse the interconnection network logk N
times, whereas in a hardware combining network the request

Fig. 9. (a) Average delay of regular requests versus bandwidth for limited-
variable access patterns (N = 256, h varies from 0 to 32 percent). (b)
Average delay of hot spot requests versus ban4width for limited-variable
access patterns (N = 256, h varies from 0 to 32 percent).

must traverse the network only once. However, in a real
implementation, unrestricted combining in a switch is impos-
sible due to the complexity of the switches in a hardware
combining network. This will inevitably'hamper the effective-
ness of a combining network [8], and also introduces increased
delay due to the extra hardware. It is difficult to determine the
system size requirements necessary to prove the hardware
combining network to be the optimal method of speeding up
hot-spot requests. The effect of the somewhat slower hot-spot
requests on tota-I system performance, if the rate is very small,
also remains to be seen.

VII. CONCLUSIONS
When a large number of processors try to access a common

variable, referred to as hot-spot accesses in [6], not only can
the resulting memory contention seriously degrade perform-
ance, but it can also cause tree saturation in the interconnec-
tion network which blocks both hot and regular requests alike.
It is shown in [6] that even if only a small percentage of'all
requests are to a hot spot, these requests can cause very
serious performance problems, and networks that do the
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necessary combining of requests are suggested to keep the
interconnection network and memory contention from becom-
ing a bottleneck.

Instead we propose a software combining tree, and we show
that it is effective in decreasing memory contention and
preventing tree saturation because it distributes hot-spot
accesses over a software tree whose nodes can be dispersed
over many memory modules. Thus, it is an inexpensive
alternative to expensive combining networks.
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